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JOINT POSTERIOR FOR NORMAL MODEL
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BACK TO OUR EXAMPLES

= Pygmalion: questions of interest

= |s the average improvement for the accelerated group larger than
that for the no growth group?

= What is Pr[pug > un|Ya, YN)?

= |s the variance of improvement scores for the accelerated group
larger than that for the no growth group?

= What is Pr[o? > 03/|Y4, Yy)?

= Job training: questions of interest

= |s the average change in annual earnings for the training group larger
than that for the no training group?

= What is PI'[,UJT > ,U/N’YT,YN)?

= |s the variance of change in annual earnings for the training group
larger than that for the no training group?

= What is Pr[o7 > o |Yr, YN)?
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MILDLY INFORMATIVE PRIORS

= We will focus on the Pygmalion study. Follow the same approach for the
job training data.

= Suppose you have no idea whether students would improve IQ on
average. Set poa = pon = 0.

= Suppose you don't have any faith in this belief, and think it is the
equivalent of having only 1 prior observation in each group. Set

Koa = Kon = 1.

= Based on the literature, SD of change scores should be around 10 in each
group, but still you don't have a lot of faith in this belief. Set

voa = on = 1 and U(%A = O'SN = 100.

= Graph priors to see if they accord with your beliefs. Sampling new values
of Y from the priors offers a good check.
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RECALL THE PYGMALION DATA

= Data:
= Accelerated group (A): 20, 10, 19, 15, 9, 18.
= No growth group (N): 3, 2, 6, 10, 11, 5.
= Summary statistics:
m Yy, =15.2; 54 =4.71.
= yy = 6.2; sy = 3.65.




ANALYSIS WITH MILDLY INFORMATIVE PRIORS
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ANALYSIS WITH MILDLY INFORMATIVE PRIORS

= S0 our joint posterior is
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MONTE CARLO SAMPLING

= To evaluate whether the accelerated group has larger IQ gains than the
normal group, we would like to estimate quantities like
Pr(us > pun|Y4, Yn) which are based on the marginal posterior of y
rather than the conditional distribution.

= Fortunately, this is easy to do by generating samples of 1 and a? from
their joint posterior.
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MONTE CARLO SAMPLING

= Suppose we simulate values using the following Monte Carlo procedure:
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MONTE CARLO SAMPLING

= Note that we are sampling each ,u(j), 7=1,...,m, from its conditional
distribution, not from the marginal.

= The sequence of pairs {(7, )1, ..., (7, )™} simulated using this
method are independent samples from the joint posterior 7w(u, 7|Y).

= Additionally, the simulated sequence {,u(l), e ,,u(m)} are independent
samples from the marginal posterior distribution.

= While this may seem odd, keep in mind that while we drew the u's as
conditional samples, each was conditional on a different value of 7.

= Thus, together they constitute marginal samples of pu.
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MONTE CARLO SAMPLING

It is easy to sample from these posteriors:

aA <- T7/2

aN <- 7/2

bA <- (7/2)%58.41
bN <- (7/2)%*28.54
muA <- 13.03

muN <- 5.31
kappaA <- 7
kappaN <- 7

tauA_postsample <- rgamma(10000,aA,bA)

thetaA_postsample <- rnorm(10000,muA,sqrt(l/(kappaA*tauA_postsample)))
tauN_postsample <- rgamma(10000,aN,bN)

thetaN_postsample <- rnorm(10000,muN,sqrt(1l/(kappaN*xtauN_postsample)))
sigma2A_postsample <- 1/tauA_postsample

sigma2N_postsample <- 1/tauN_postsample
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MONTE CARLO SAMPLING

= |s the average improvement for the accelerated group larger than that
for the no growth group?

= What is Pr[pug > un|Ya, YN)?

mean (thetaA_postsample > thetaN_postsample)
## [1] 0.9683

= |s the variance of improvement scores for the accelerated group larger
than that for the no growth group?

: 2 2
= What is Prjo% > 0% |Y4, Yn)?
mean (sigma2A_postsample > sigma2N_postsample)

## [1] 0.8153

= What can we conclude from this?
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RECALL THE JOB TRAINING DATA

= Data:
= No training group (N): sample size ny = 429.
= Training group (T): sample size n4 = 185.

= Summary statistics for change in annual earnings:
=y = 1364.93; sy = 7460.05
= Yy = 4253.57; s = 8926.99

= Using the same approach we used for the Pygmalion data, answer the
questions of interest.




WHAT'S NEXT?

MOVE ON TO THE READINGS FOR THE NEXT MODULE!
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